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Abstract. We study connections between polynomials which are close
to each other, i.e., whose respective coe�cients are close in the topology
induced by a valuation. This paper consists of both an overview on
known root continuity theorems and new results on the subject. We
present theorems which have been published over the years, correcting
and improving some of their formulations and proofs. We also give
a sketch of several approaches to root continuity, such as employing
the Newton Polygon and induction on the degree of the polynomial.
We study the behavior of the irreducible factors of a given polynomial,
the extensions generated by its roots and invariants connected to that
polynomial under transition to a second polynomial which is su�ciently
close. Further, we present applications of root continuity to the study
of valued �eld extensions and rami�cation theory, including the theory
of the defect.

1. Introduction

In this paper we analyze the relations between polynomials whose re-
spective coe�cients are close in the topology induced by the valuation. The
basic result on the topic of root continuity states that if two polynomials
are close, then so are their roots under a suitable pairing. The coe�cients
of the polynomials are taken to lie in a valued �eld (K, v). We choose an

algebraic closure K̃ of K and extend v from K to K̃; we will denote this ex-
tended valuation by v as well. Then we extend v further to the polynomial
ring K̃[x] by the Gauÿ valuation, which we will introduce in Section 2.1.
Two polynomials are close under the Gauÿ valuation if for each i ≥ 0 their
coe�cients of xi are close under the valuation v of K.
A number of results from the literature will be formulated here in a cor-

rected or improved form (e.g. Theorem 14). Theorem 16 is an improved
version of theorems which can be found e.g. in [5] and [13]. Given any ε
in the value group, if two polynomials f and g are su�ciently close to each
other, then their roots can be paired in such a way that the value of their
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di�erence is larger than ε. Moreover, (possibly under additional assump-
tions) we show that several invariants for f are the same as for g, including
the degree, the minimal value of the roots and the value

kras(f) = max{v(α− α′) | α 6= α′ are roots of f}.
When f has only one root, we take kras(f) to be the value of that root.
Many of the known results will be presented with simpli�ed proofs. In

some cases we are able to both improve the formulation and simplify the
proofs (e.g. in Theorem 25, which is a version of a result stated in [1]).
Further, we present several approaches to root continuity. As an example,

we will consider convergent nets of polynomials in Theorem 31 (whose orig-
inal formulation can be found in [12]) and in Corollary 32, which presents
a converse to that theorem. Other approaches include induction on the de-
gree of the polynomials (Theorem 50) and employing the Newton Polygon.
This method in particular is developed in Sections 3 and 5. We study the
situation when the Newton Polygons of two polynomials f and g coincide
along an interval. Theorem 10 says that we can give a precise statement
about the numbers and the values of roots of f and g, which gives more
detailed information than the results in [6]. Moreover, we do not require f
and g to be of the same degree, nor do we require both to be monic, so our
result can be readily adapted to a generalization of [6, Theorem 2]. We also
present an alteration of a result found in [2] (Theorem 23).
Apart from the connection between the roots of polynomials which are

close, we also �nd relations between their other attributes. We employ an
approach of deriving a separable polynomial from a given polynomial (see
Lemma 41), which allows us to study polynomials which are not necessarily
separable. We are then able to �nd connections between the irreducible
factors of the polynomials and the extensions generated by their roots. An
example of this can be found in Theorem 36 (which originates from [13]) and
Theorem 42. Both results state that under a suitable pairing, the extensions
generated by a root of the irreducible factors of the polynomials in question
are isomorphic (either over the ground �eld, or over its henselization), and
that the splitting �elds of each pair of factors are the same. Moreover, we
prove that polynomials which are close to each other de�ne extensions with
the same rami�cation theoretical invariants (Theorem 48).

2. Preliminaries

2.1. Notation and basics of valuation theory. Let (K,+, ·, 0, 1) be a
�eld and v a (Krull) valuation on K. That is, v : K → Γ ∪ {∞} for some
ordered Abelian group Γ, where∞ is an element greater than every element
of Γ, and for all a, b ∈ K:

(a) v(a) =∞ ⇐⇒ a = 0,
(b) v(a+ b) ≥ min{v(a), v(b)} (ultrametric triangle law),
(c) v(a · b) = v(a) + v(b).
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If no confusion arises, for an element a we will write va in place of v(a).
We will employ basic facts from valuation theory without proving them.

For background on valuations we refer the reader to sources such as [4], [5],
[8], and [10, Chapter 2].
Let x be an independent variable. We extend v from K to K̃, and then

further to the polynomial ring K̃[x] by the Gauÿ valuation, which we will
once again denote by v:

v

(
n∑
i=0

aix
i

)
:= min

0≤i≤n
vai.

Observe that the Gauÿ valuation satis�es conditions (a)�(c). It can be
extended in a canonical way to a valuation on the rational function �eld
K̃(x) by means of setting v(f

g
) := vf − vg. When we consider a valuation

v on K̃[x] or K̃(x), it will always be the Gauÿ valuation.
Throughout this paper we will use the following notation for f, g ∈ K[x]:

(1)

 f(x) =
∑n

i=0 aix
i = an

∏n
i=1(x− αi), αi ∈ K̃, ai ∈ K,

g(x) =
∑m

i=0 bix
i = bm

∏m
i=1(x− βi), βi ∈ K̃, bi ∈ K,

with m,n ≥ 1.
For an arbitrary valued �eld (K, v), we denote by vK its value group, by
OK its valuation ring and byKv its residue �eld. Observe that vK[x] = vK.

Note that vK̃ is the divisible hull of vK and K̃v is the algebraic closure of
Kv. Even if vK is not divisible, we will use quotients δ

n
for δ ∈ vK and

n ∈ N, working in vK̃.
The residue of an element a ∈ OK will be denoted by av. For a polynomial

f ∈ OK [x] given by (1), we will write

(fv)(x) :=
n∑
i=0

(aiv)xi ∈ (Kv)[x].

A polynomial f ∈ K[x] will be called separable if it has only simple

roots, that is, roots of multiplicity 1. An element α ∈ K̃ will be called
separable over K if it is a root of a separable polynomial over K. Similarly,
an algebraic extension L|K will be called separable if each element in L is

separable over K. The set consisting of all elements in K̃ separable over
K is a �eld, called the separable-algebraic closure, which we will denote by
Ksep. If an algebraic extension L|K (or polynomial f or element α) is not
separable, then we will call it inseparable. If f only admits one root, then
it will be called purely inseparable. Similarly, L|K is purely inseparable if
each element a ∈ L is a root of a purely inseparable polynomial over K.
Observe that in our notation, linear polynomials are both separable and
purely inseparable.
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A valued �eld (K, v) is called Henselian if the extension of v to K̃ is
unique, or equivalently, if it satis�es the assertion of Hensel's Lemma (see
e.g. [4, Corollary 16.6], [5, Theorem 4.1.3]): Take f ∈ OK [x]. If fv has a
simple root ζ ∈ Kv, then f admits a root α ∈ OK such that αv = ζ.
The henselization Kh of (K, v) is the minimal algebraic extension of K

which is Henselian (with respect to the �xed extension of v to K̃).
Let L be an arbitrary algebraic extension of K. We will denote by

Gal(L|K) the set of automorphisms of L leaving K elementwise �xed. In
particular, we will write GalK := Gal(Ksep|K). If σ ∈ GalL|K and α ∈ L,
then we will write σα in place of σ(α).
Let L|K and F |K be algebraic extensions of K. We say that elements

α1, . . . , αn ∈ L are K-linearly independent if for every c1, . . . , cn ∈ K,∑n
i=1 ciαi = 0 implies that ci = 0 for 1 ≤ i ≤ n. We say that L|K is

linearly disjoint from F |K if for every n ∈ N and every choice of K-linearly
independent elements α1, . . . , αn ∈ L, these elements will also be F -linearly
independent. This relation is symmetric (see e.g. [3, Proposition 11.6.1] for
more details), thus we can say that L and F are linearly disjoint over K.
In this case we have [L : K] = [L.F : F ], where the compositum L.F is the

smallest sub�eld of K̃ that contains both L and F .

2.2. The Taylor expansion. In this section we introduce the �character-
istic blind� Taylor expansion for polynomials. This means that it does not
contain any denominators of natural numbers which in positive characteris-
tic could be equal to 0. Throughout this section, we assume (K, v) to be an
arbitrary valued �eld and we take f ∈ K[x] as in (1). The Taylor expansion
of f employs the following Hasse�Schmidt derivatives :

(2) ∂if(x) :=
n∑
j=i

aj

(
j

i

)
xj−i =

n−i∑
j=0

aj+i

(
j + i

i

)
xj, 0 ≤ i ≤ n.

The polynomials ∂if yield the following polynomial identity, which is
called the characteristic blind Taylor expansion for the polynomial f :

(3) f(x+ y) =
∑

0≤i≤n

∂if(y)xi .

Observe that every natural number n, taken as the element of K de�ned
as the n-fold sum of 1, has a nonnegative value under each valuation on
K. Indeed, we have v1 = 0, hence vn = v(1 + . . . + 1) ≥ v1 = 0. By the
de�nition of the Gauÿ valuation, for every j ∈ {0, . . . , n} we have:

v∂if = min
i≤j≤n

vaj

(
j

i

)
≥ min

i≤j≤n
vaj ≥ min

0≤j≤n
vaj = vf.

Lemma 1. Take c ∈ K and a polynomial f ∈ K[x] of degree n, then

v∂if(c) ≥ vf + min{0, (n− i)vc} for 0 ≤ i ≤ n.
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Proof. We will employ Equation (2). If vc ≥ 0, then we have:

v∂if(c) ≥ min
i≤j≤n

{
vaj + v

(
j

i

)
+ (j − i)vc

}
≥ min

i≤j≤n
vaj = vf = vf + min{0, (n− i)vc}.

If vc < 0, then we have:

v∂if(c) ≥ min
i≤j≤n

{
vaj + v

(
j

i

)
+ (j − i)vc

}
≥ min

i≤j≤n
vaj + (n− i)vc

= vf + (n− i)vc = vf + min{0, (n− i)vc}.
�

De�nition 2. For f ∈ K[x] and c ∈ K, we set fc(x) := f(x+ c).

Lemma 3. Take c ∈ K. Given polynomials f, g ∈ K[x], we have:

v(fc − gc) ≥ v(f − g) + min{0, deg(f − g)vc}.
In particular, if f and g are monic polynomials of degree n, then

v(fc − gc) ≥ v(f − g) + min{0, (n− 1)vc}.

Proof. Set h(x) := f(x)− g(x) and r := deg h. Then from (3) we obtain:

v(fc − gc) = vh(x+ c) = v

(∑
0≤i<r

∂ih(c)xi

)
= min

0≤i<r
v∂ih(c).

Now we use Lemma 1 to conclude:

min
0≤i<r

v∂ih(c) ≥ min
0≤i<r

(vh+ min{0, (r − i)vc}) = vh+ min{0, rvc}.

If deg g = deg f = n and both f and g are monic, then r ≤ n − 1 and so
the above value is greater than or equal to vh+ min{0, (n− 1)vc}. �

3. The Newton Polygon

We introduce a number of de�nitions and results on the Newton Polygon,
as well as results on root continuity connected with this notion.
Consider a monic polynomial f ∈ K[x] given by (1), that is, an = 1.

Observe that the coe�cients are symmetric functions in the roots:

ak = sn−k(α1, . . . , αn).

We enumerate the roots so that their values form a non-decreasing sequence.
Further, we enumerate the distinct values appearing in this sequence as

γ1 < γ2 < . . . < γs.

In other words, for a suitable sequence

0 = j0 < j1 < . . . < js−1 < js = n
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of natural numbers we have

vαj`−1+1 = vαj = vαj` = γ`

for 1 ≤ ` ≤ s and j`−1 < j ≤ j`. We set k` := n− j` , so we have:

0 = ks < ks−1 < . . . < k1 < k0 = n.

Then the multiplicity of the value γ` is

m` := j` − j`−1 = k`−1 − k`.
We observe that sj`(α1, . . . , αn) is a sum of products of j` roots of f . Since
vαj` < vαj`+1 for ` < s, the unique product of minimal value must be∏j`

i=1 αi. This shows that

(4) vak` = vsj`(α1, . . . , αn) = v
∏

1≤i≤j`

αi =
∑

1≤i≤j`

vαi.

Therefore,

vak` − vak`−1
=

j∑̀
j=j`−1+1

vαj = m`γ`,

Consequently,

(5) γ` =
vak` − vak`−1

j` − j`−1
= −

vak`−1
− vak`

k`−1 − k`
.

Thus, if we enter the pairs (0, va0), . . . , (k, vak), . . . , (n, van) in Cartesian
coordinates representing (N∪{0})×vK∪{∞} and draw a line going through
the point (k`, vak`) and the point (k`−1, vak`−1

), then by (5), −γ` is the slope
of this line. (If 0 is a root of f , then the �rst line is vertical.) Then we can
compute the values of all roots of f and their multiplicities once we are able
to recognize the numbers k` from the values of the coe�cients of f .
First we observe that for 0 < ` ≤ s, the slope−γ` of the line going through

(k`, vak`) and (k`−1, vak`−1
) is smaller than the slope −γ`−1 of the next line.

This shows that the segments of the respective lines form the graph of an
upward convex piecewise linear function from (0, va0) to (n, van).
Now we determine the location of the remaining points (k, vak). Assume

that k` < k < k`−1, that is, j`−1 = n − k`−1 < n − k < n − k` = j`. Then

the products of minimal value in sn−k(α1, . . . , αn) are of the form
∏j`−1

i=1 αi
times a product of n− k − j`−1 roots of value γ`. Hence, using (5)

vak ≥ vak`−1
+ (n− k − j`−1)γ`

= vak` + (k`−1 − k`)(−γ`) + (k − k`−1)(−γ`)
= vak` + (k − k`)(−γ`),

which shows that the point (k, vak) lies on or above the line going through
(k`, vak`) and (k`−1, vak`−1

).
We note that multiplying f with a nonzero leading coe�cient an will only

shift the graph up or down by van but will not change neither slopes nor
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roots. Therefore, we obtain the values of an arbitrary polynomial of degree
n in exactly the same way as above. We note:
The function described by the graph we have constructed is the largest

upward convex piecewise linear function from (0, va0) to (n, van) for which
all points (j, vaj), 0 ≤ j ≤ n, lie on or above its graph.
The function described above will be denoted by NPf . It can be seen as

a function from Q≥0 to vK̃ ∪ {∞}. Here, we set NPf (i) = ∞ for i > n
and if γs = ∞, then we also set NPf (i) = ∞ for i < ms. We will refer
to both the graph and the corresponding function as the Newton Polygon
of f . With this notion we can associate a �nite set of points (i,NPf (i))
for i ∈ {0, . . . , n}. The points (k`, vak`) = (k`,NPf (k`)), 0 ≤ ` ≤ s, are
called the vertices of the corresponding Newton Polygon, the segments of
the lines connecting one vertex (k`, vak`) with the next vertex (k`−1, vak`−1

),
1 ≤ ` ≤ s, its faces, and the respective positive integers k`−1− k` the length
of the face. In terms of these notions, we have shown:

Theorem 4. Take a polynomial f ∈ K[x] as in (1). If the Newton Polygon
of f has a face of length k with slope −γ, then f has exactly k roots of value
γ (counted with multiplicity). In other words,

(6) v(αi) = NPf (n− i)− NPf (n− i+ 1).

Example 5. Consider the �eld Q(
√

2) with the 2-adic valuation v, that is,
v(2) = 1. Take the polynomial

f(x) = x7 +
x6

2
+
x5

4
+

x4

4
√

2
+
x3

2
+

x2

4
√

2
+
x

4
.

The Newton Polygon of f is represented by the blue graph in the following
picture:

−1

k0k1k2k3k4k5

(1, va1)
(2, va2)

(3, va3)

(4, va4)
(5, va5)

(6, va6)

(7, va7)

The vertices of NPf are represented by the red dots on the graph and
are of the form (ki, vaki). Note that the corresponding function NPf (k) has
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value ∞ for 0 ≤ k < 1 and for k > 7, and is a piecewise linear function for
1 ≤ k ≤ 7. From Equation (6) we know that the values of the roots of f
are as follows:

vα7 = NPf (0)− NPf (1) =∞− (−2) =∞ = γ5,
vα6 = NPf (1)− NPf (2) = −2− (−21

2
) = 1

2
= γ4,

vα5 = NPf (3)− NPf (2) = 0 = γ3,
vα4 = NPf (4)− NPf (3) = 0 = γ3,
vα3 = NPf (5)− NPf (4) = −1

2
= γ2,

vα2 = NPf (6)− NPf (5) = −1 = γ1,
vα1 = NPf (7)− NPf (6) = −1 = γ1.

The following theorem allows us to study the connections between the
Newton Polygons of polynomials which are su�ciently close to each other.

Theorem 6. Consider the polynomials f and g as in (1) with f monic and
m ≥ n. For the polynomial f let the integers k` and the slopes γ` be de�ned
as above. Fix some ε ≥ 0, assume that v(f − g) > nε and that the set

{` ∈ {1 . . . , s} | γ` ≤ ε}
is nonempty. If `ε is the maximum of this set, then NPf (k) = NPg(k) for
k ∈ {k`ε , . . . , n}.
Proof. Fix any index ` ∈ {0, . . . , `ε}. By (4) we have:

vak` =
∑

1≤i≤j`

vαi ≤ j`εγ`ε ≤ n ·max{0, γ`ε} ≤ nε.

Since v(ak` − bk`) ≥ v(f − g) > nε, it follows that vak` = vbk` . As NPf is
upward convex, for k` ≤ k ≤ n we have NPf (k) ≤ max{vak` , van} ≤ nε.
Since the point (k, vak) lies on or above the polygon, we have vak ≥ NPf (k).
Hence, vbk ≥ min{vak, v(ak − bk)} ≥ min{NPf (k), nε} = NPf (k), so that
also the point (k, vbk) lies on or above NPf . This shows that the points
(k`, vbk`) are vertices of NPg. Therefore, from k = k`ε to k = n we have
NPf (k) = NPg(k). �

Remark 7. With the notation and assumptions of the above theorem, we
have k`ε < n. Indeed, the value γ`ε corresponds to the face represented by
the linear function on the real interval [k`ε , k`ε−1]. Since the value γ`ε exists
by assumption, also k`ε−1 ≤ n exists and thus k`ε < k`ε−1 ≤ n.

The above theorem tells us that along a certain interval, the Newton
Polygons of the polynomials f and g have the same vertices and slopes.
This yields a connection between the values of the roots of f and g. To
give more details about this connection, we will require the following two
lemmas.

Lemma 8. Take f and g satisfying the assumptions of Theorem 6. Then
all the slopes of NPg located on the left of the coordinate k`ε are strictly
smaller than −ε. In particular, (k`ε , vbk`ε ) is a vertex of NPg.
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Proof. By Theorem 6, NPf (k) = NPg(k) for k ∈ {k`ε , . . . , n}. We claim
that proving the �rst assertion will prove the second assertion. Indeed,
the slope located on the right of k`ε is equal to −γ`ε , whereas by the �rst
assertion, the slope located on the left of this coordinate is strictly smaller
than −ε ≤ −γ`ε . This means that the point (k`ε ,NPg(k`ε)) is a vertex of
NPg, which then by de�nition must be equal to the point (k`ε , vbk`ε ).
Suppose that the face of NPg which is located on the left of the coordinate

k`ε has slope greater than or equal to −ε. Let (k, vbk) be the left vertex of
this face for some 0 ≤ k < k`ε . On the one hand, we have:

vbk ≤
`ε∑
i=1

(ki−1−ki)γi+(k`ε−k)ε ≤
`ε∑
i=1

(ki−1−ki)ε+(k`ε−k)ε = (n−k)ε ≤ nε.

On the other hand, the supposed slope of NPg located to the left of the
coordinate k`ε is greater than or equal to −ε, whereas the corresponding
slope of NPf is strictly smaller than −ε. Since NPg(k`ε) = NPf (k`ε), this
means that

vbk = NPg(k) < NPf (k) ≤ vak.

As a result,

vbk = v(ak − bk) ≥ v(f − g) > nε,

which gives us a contradiction. �

Lemma 9. Take polynomials f and g as in (1), with f monic and m ≥ n.
Take any ε ≥ 0 and assume that v(f − g) > nε. If ε ≥ (1 − m

n
)γ1, then

all slopes of NPg along the interval [n,m] are strictly greater than −γ1. In
particular, if under these assumptions NPf and NPg coincide along some
interval [k, n] for k < n, then (n, vbn) is a vertex of NPg.

Proof. Since v(f − g) > 0, we have vbn = van = 0 and vbi > 0 for i > n.
Hence, NPg(n) ≤ vbn = 0 and NPg(k) > 0 if the point (k, vbk) is the
leftmost vertex located to the right of the coordinate n. This in particular
means that along the interval [n,m], NPg has positive slope. Hence, the
assertions of our lemma are satis�ed if γ1 ≥ 0.
Assume now that γ1 < 0 and that ε ≥ (1 − m

n
)γ1. The assertions of

the lemma are satis�ed if and only if for all i ∈ {n + 1, . . . ,m} the point
(i, vbi) lies above the line going through the point (n,NPg(n)) with slope
−γ1 (note that by the convexity of NPg those points cannot lie below that
line). This in turn is equivalent to saying that for all i > n the line going
through (n,NPg(n)) and (i, vbi) has slope strictly greater than −γ1, that is,
(7) vbi > NPg(n)− (i− n)γ1.

By assumption and since NPg(n) ≤ vbn = 0, we have:

vbi ≥ v(f − g) > nε ≥ (n−m)γ1 ≥ (n− i)γ1 ≥ NPg(n)− (i− n)γ1.

Therefore (7) holds, and so our lemma is proved. �
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Take any a ∈ K, γ ∈ vK. The set B◦γ(a) := {b ∈ K | v(a− b) > γ} will
be called the open ultrametric ball of radius γ centered at a. Similarly, we
de�ne the set Sγ(a) := {b ∈ K | v(a− b) = γ} and call it the ultrametric
sphere of radius γ centered at a.
We de�ne nb(f, γ, a) and ns(f, γ, a) to be the number of roots of f (counted

with multiplicities) in B◦γ(a) and Sγ(a), respectively. We will often con-
sider those numbers in the case where a = 0. For brevity, we will write
nb(f, γ) := nb(f, γ, 0) and ns(f, γ) := ns(f, γ, 0). Then ns(f, γ) is the num-
ber of roots of f with value γ, and nb(f, γ) is the number of roots of f with
value strictly greater than γ.

Theorem 10. Let the polynomials f and g be as in Theorem 6. Then:

(a) ns(g, γ) = ns(f, γ) if γ1 < γ < ε or if γ = ε.
(b) ns(g, γ1) ≥ ns(f, γ1) and equality holds if and only if the point

(n, vbn) is a vertex of NPg.
(c) nb(g, γ) = nb(f, γ) for γ1 ≤ γ ≤ ε and nb(g, γ) ≥ nb(f, γ) for γ < γ1.
(d) k`ε = nb(f, γ`ε) = nb(g, γ`ε) = nb(g, ε) = nb(f, ε). In particular, if

γ′`′ε is chosen for g in the same manner as γ`ε was chosen for f , then
γ′`′ε = γ`ε.

(e) g has m− k1 roots of value ≤ γ1.
(f) g has m− n roots of value < γ1 if and only if the point (n, vbn) is a

vertex of NPg.

Proof. By Theorem 6 we have NPf (k) = NPg(k) for k ∈ {k`ε , . . . , n}. This
fact combined with Lemma 8 yields the following observations:

(i) Along the segment [k`ε , k1], all the vertices and slopes of NPg are
precisely the same as the respective vertices and slopes of NPf . (It
is possible that k`ε = k1, and in this case we only know that the
Newton Polygons of f and g share a common vertex at k1.)

(ii) All the slopes of both NPg and NPf along the interval [0, k`ε ] are
strictly smaller than −ε ≤ −γ`ε . The slopes of NPg and NPf located
on the right of the coordinate k`ε are greater than or equal to −γ`ε .

(iii) NPg has a face of slope −γ1 along the interval [k1, k
′] for some n ≤

k′ ≤ m. This face contains the corresponding face of NPf of slope
−γ1 which runs along the interval [k1, n]. The lengths of those two
faces are equal if and only if k′ = n. This happens if and only if the
point (n, vbn) is a vertex of NPg.

(iv) With k′ as in (iii), all the slopes of NPg along the interval [k′,m] are
strictly greater than −γ1.

We will now combine those facts with Theorem 4.
Assertion (a) for γ1 < γ ≤ ε follows from observations (i) and (ii). The

remaining case is γ1 = γ = ε ≥ 0 because by assumption, γ1 ≤ ε. Then in
particular ε ≥ (1− m

n
)γ1. We can thus use Lemma 9 to �nd that k′ = n for

k′ as in observation (iii). This �nishes the proof of assertion (a).
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We will now prove assertion (c). Note that nb(f, ε) = nb(g, ε) by observa-
tion (ii). For γ1 ≤ γ < ε we have nb(f, γ) = nb(f, ε) +

∑
i∈I ns(f, γi), where

I = {2 ≤ i ≤ k`ε | γ < γi} is a (possibly empty) set of indices. By assertion
(a), ns(f, γi) = ns(g, γi) for all i ∈ I and ns(g, δ) = 0 for each value δ such
that γ1 < δ ≤ ε and δ is not of the form γi for some i ∈ I. Thus,

nb(g, γ) = nb(g, ε) +
∑
i∈I

ns(g, γi) = nb(f, ε) +
∑
i∈I

ns(f, γi) = nb(f, γ).

For γ < γ1, we have nb(f, γ) = n ≤ nb(g, γ).
Assertion (d) follows from (ii), assertion (b) follows from (iii), and asser-

tions (e) and (f) follow from (iii) and (iv). �

The above computations only need that for all i either vai = vbi or
vai, vbi ≥ nε. Thus the results can be generalized, as in [6], to the case
where f and g are polynomials over two di�erent valued �elds with their
respective value groups contained in a common ordered Abelian group.

Corollary 11. Let the polynomials f and g satisfy the assumptions of The-
orem 6. Then ns(g, γ) = ns(f, γ) for all γ such that γ1 ≤ γ ≤ ε if and only
if (n, vbn) is a vertex of NPg. This holds in particular if m = n or, more
generally, if ε ≥ (1 − m

n
)γ1. Moreover, if m = n, then ns(g, γ) = ns(f, γ)

for all γ ≤ ε.

Proof. The �rst assertion follows directly from parts (a) and (b) of Theorem
10. The particular case for ε ≥ (1− m

n
)γ1 holds by Lemma 9. Note that for

m = n this condition reads ε ≥ 0, which was our original assumption on ε.
If m = n, then by part (f) of Theorem 10 we have ns(g, γ) = ns(f, γ) = 0
for γ < γ1. �

Observe that for c ∈ K the map x 7→ x − c induces a bijection between
the roots of f and those of fc (as in De�nition 2), and a bijection between
B◦γ(c) and B

◦
γ(0). Thus nb(f, γ, c) = nb(fc, γ, 0).

Corollary 12. Take ε > 0 and c ∈ K. Let f, g ∈ K[x] be two monic
polynomials of degree n. If

(8) v(f − g) > nε−min{0, (n− 1)vc},

then nb(f, ε, c) = nb(g, ε, c).

Proof. From the observation before the corollary we have:

nb(f, ε, c) = nb(fc, ε, 0) and nb(g, ε, c) = nb(gc, ε, 0).

By Lemma 3 and by (8) we have:

v(fc − gc) ≥ v(f − g) + min{0, (n− 1)vc} > nε.

By part (c) of Theorem 10, nb(fc, ε, 0) = nb(gc, ε, 0), thus nb(f, ε, c) =
nb(g, ε, c). �



12 �MIEL, KUHLMANN, SZEWCZYK

Remark 13. Observe that the assumption ε ≥ 0 already implies that
ε ≥ (1− m

n
)γ1 if γ1 ≥ 0. Hence, this assumption is only relevant if γ1 < 0.

If we wish to have a bound that does not require computing the value of
a root of f , then we may use the fact that γ1 ≥ vf (cf. Lemma 18), thus
(1− m

n
)vf ≥ (1− m

n
)γ1; so the condition in the above lemma can be replaced

by ε ≥ (1− m
n

)vf .
Note that in the case where γ1 < 0, the bound for ε depends also on

the degree of the polynomial g. We will now show that it is impossible to
specify a bound which is independent of m. Consider the �eld Q with the
2-adic valuation v and the polynomial f(x) = 1 + 1

2
x+ 1

2
x2 + x3. For j ≥ 1

we de�ne gj(x) = f(x) + 2jxj+3. Then the rightmost face of the Newton
Polygons of f and gj has slope 1. The length of that face is 1 for f and
j+1 for gj. This means that f has one root of value γ1 = −1, whereas each
gj has j + 1 roots of value −1. However, v(f − gj) = j, which means that
for every ε ∈ vQ = Z there exists j such that v(f − gj) > nε, but f and gj
do not have the same number of roots of value γ1.

4. Basic results

In this section we present a number of results on the basic principle of root
continuity. We give possible bounds for the value v(f − g) which guarantee
that the roots of f and g are su�ciently close to each other under a suitable
pairing. The following is a result which can be found in [13, Theorem 30.26]
and [5, Theorem 2.4.7]. This theorem will be a consequence of Theorem 16
below (as observed in Remark 17).

Theorem 14. Let f be a separable monic polynomial. Then for every ε ∈
vK there exists δ ∈ vK such that the following holds:
If g is a monic polynomial such that v(f − g) > δ, then deg g = deg f ,

and for each root α of f there is a root β of g such that v(α − β) ≥ ε.
Moreover, if ε > kras(f), then the choice of β is unique and g is separable.

The original version of the above theorem given in [13] has a slightly
di�erent formulation. It states that for an arbitrary ε, the choice of β such
that v(α − β) ≥ ε is unique. However, this is not true for any ε, as can be
seen in the following simple example.

Example 15. Consider K = Q with the 2-adic valuation v on Q, extended
to Q[x] through the Gauÿ valuation. Take the polynomials

f(x) = g(x) = (x− 1)(x+ 1).

Choose ε = kras(f) = 1. We have v(f − g) > δ for each δ ∈ vK, but for
the root α := 1 of f , both roots β1 := 1 and β2 := −1 of g satisfy:

v(α− β1) ≥ ε and v(α− β2) ≥ ε.

Thus, the pairing between the roots of f and g is not unique.
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We will now prove a theorem which provides more detailed information
than Theorem 14. Let (K, v) be an arbitrary valued �eld, and take c ∈ K,
ε ∈ vK. We de�ne the set

Bε(c) := {b ∈ K | v(c− b) ≥ ε}
and call it the (closed) ultrametric ball of radius ε centered at c.
For f ∈ K[x] as in (1), we de�ne:

(9) γ(f) := min
1≤i≤n

vαi, γ∗(f) := min{γ(f), 0}.

Theorem 16. Take monic polynomials f, g ∈ K[x] and set

ε :=
v(f − g)

n
+ γ∗(f).

If ε > 0, then the following assertions hold:

(a) deg g = deg f ,
(b) for each root β of g there is a root α of f such that v(α− β) ≥ ε,
(c) for each root α of f there is a root β of g such that v(α− β) ≥ ε,
(d) γ∗(f) = γ∗(g), and if ε > γ(f), then γ(f) = γ(g).

If in addition, f is separable and ε > kras(f), then:

(e) the root α in assertion (b) and the root β in assertion (c) are uniquely
determined,

(f) g is separable,
(g) for every root α of f the ultrametric ball Bε(α) contains precisely

one root of f and precisely one root of g,
(h) kras(f) = kras(g).

Proof. Let f and g be given by (1). Since ε > 0, we have:

(10) v(f − g) = nε− nγ∗(f) > −nγ∗(f) ≥ 0.

Suppose that deg g 6= deg f . Then g − f is a monic polynomial, thus
v(f−g) ≤ 0, which contradicts (10). Therefore, we must have deg g = deg f
and we have proved assertion (a).

To prove assertion (b), suppose that there exists a root β of g such that
v(αi − β) < ε for every i. Then

(11) vf(β) =
n∑
i=1

v(β − αi) < nε.

Assume �rst that vβ ≥ 0. By Lemma 1 with i = 0 applied to f − g we have
nε ≤ nε− nγ∗(f) = v(f − g) ≤ v(f(β)− g(β)) = vf(β),

which contradicts (11).

Assume now that vβ < 0. Again by Lemma 1, we obtain that vf(β) ≥
v(f − g) + nvβ, so

(12) nε− nγ∗(f) = v(f − g) ≤ vf(β)− nvβ < nε− nvβ.
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This implies that vβ < γ∗(f). But this means that for all i we have vβ < vαi
and therefore v(β − αi) = vβ. Hence,

vf(β) =
n∑
i=1

v(β − αi) = nvβ.

Combining this with (12), we obtain that

v(f − g) ≤ vf(β)− nvβ = 0,

which contradicts (10). This shows that assertion (b) holds.

Now we will show with the same methods that for every root α of f there
exists a root β of g such that v(α − β) > ε. Suppose there exists a root α
of f such that for every root β of g we have v(α− β) < ε. Then

(13) vg(α) =
n∑
j=1

v(α− β) < nε.

If vα ≥ 0, then as before we apply Lemma 1 for i = 0 to f − g to obtain
that nε ≤ v(f − g) ≤ v(f(α)− g(α)) = vg(α), which contradicts (13).

If vα < 0, then by Lemma 1, vg(α)− nvα ≥ v(f − g). Thus,

nε− nγ∗(f) = v(f − g) ≤ vg(α)− nvα < nε− nvα,
whence vα < γ∗(f) ≤ γ(f) = mini vαi ≤ vα, a contradiction. This shows
that assertion (c) holds.

To prove assertion (d), assume �rst that ε > γ(f). Take k, ` such that
vα` = γ(f) and vβk = γ(g). By part (c), there exists a root β of g such
that

v(α` − β) ≥ ε > γ(f) = vα`.

Thus γ(f) = vα` = vβ ≥ γ(g). By part (b), there exists a root α of f such
that v(α− βk) ≥ ε. Since ε > γ(f) and vα ≥ γ(f), we have:

γ(g) = vβk ≥ min{v(α− βk), vα} ≥ γ(f).

This shows that γ(f) = γ(g).

It remains to prove that γ∗(f) = γ∗(g) always holds. If ε > γ(f), then this
is a consequence of the equality γ(f) = γ(g). Now assume that ε ≤ γ(f);
this implies that γ(f) > 0. Take βk as above and use part (b) to �nd a root
α of f such that v(α − βk) ≥ ε > 0. Since vα ≥ γ(f) > 0, we obtain that
γ(g) = vβk > 0. Consequently, γ∗(f) = 0 = γ∗(g).

Assume now that f is separable and ε > kras(f). We know by assertion
(b) that for every root β of g there is a root α of f such that v(β − α) ≥ ε.
Suppose that for some i 6= j we have v(β − αi) ≥ ε and v(β − αj) ≥ ε.
It follows that v(αi − αj) ≥ ε > kras(f) = maxi 6=j v(αi − αj), which is a
contradiction. This shows that α is uniquely determined, and we also see
that the ultrametric balls Bε(αi), 1 ≤ i ≤ deg f , are pairwise disjoint. By
assertion (c), each of the deg f balls Bε(αi) contains at least one root of g.
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As deg f = deg g, this root is uniquely determined and g is separable. This
proves parts (e), (f) and (g).
Take any two distinct roots βk and β` of g. Let αi and αj be the distinct

roots of f such that βk ∈ Bε(αi) and β` ∈ Bε(αj). Then v(αi − βk) ≥ ε >
v(αi − αj) and v(αj − β`) ≥ ε > v(αi − αj), whence

v(βk − β`) = min{v(αi − βk), v(αj − β`), v(αi − αj)} = v(αi − αj).
Therefore, every value v(βk − β`) appears among the values v(αi − αj).
Since for each distinct αi and αj we can also �nd βk and β` as above, we see
that also every value v(αi − αj) appears among the values v(βk − β`). This
implies that kras(f) = kras(g) and concludes the proof of our theorem. �

Remark 17. Statement (a) of Theorem 16 holds already under the as-
sumption that f, g are monic and v(f − g) > 0, which is weaker than the
assumption of the theorem.
Further, observe that Theorem 16 implies Theorem 14. Indeed, if we

choose any ε > 0, then by Theorem 16 for every polynomial g such that

v(f − g) > δ := nε− nγ∗(f),

the claims of Theorem 14 are satis�ed.
If we choose ε ≤ 0, then it su�ces to take any positive value ε′ and assume

that the above inequality holds with ε′ in place of ε. Then the claims of
Theorem 14 are satis�ed with the original value ε.

The three following lemmas can be found in varying forms in sources
such as [1] (3.4.1, Proposition 3.4.1/1), [8] (Lemma 5.8, Lemma 5.9) and
[12] (Lemma 1-3, Lemma 1-4). They present useful observations which will
allow us to prove more re�ned results on the continuity of roots throughout
the next sections.

Lemma 18. If α is a root of a monic polynomial f ∈ K[x], then vα ≥ vf .
In particular, γ∗(f) ≥ vf .

Proof. Since f is monic, we have vf ≤ 0, so the �rst claim is satis�ed if
vα ≥ 0. Thus we may assume that vα < 0. Write f as in (1) with an = 1.
Since

nvα = v(αn) = v

( ∑
0≤i<n

aiα
i

)
≥ min

0≤i<n
{vai + ivα},

we have that

vα ≥ min
0≤i<n

{vai + (i+ 1− n)vα} ≥ min
0≤i<n

vai ≥ vf.

�

In view of the above lemma, we can replace the term γ∗(f) by vf in
the de�nition of ε in Theorem 16. This proves useful in case we have no
immediate knowledge of the roots of f . Indeed, vf is straightforward to
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obtain as opposed to the value γ∗(f) which requires computing the slopes
of the Newton Polygon NPf .

Lemma 19. Let f, g ∈ K[x] be polynomials of degree n ≥ 1. Assume that
f is monic and take a root α of f . Then vg(α) ≥ v(f − g) + nvf .

Proof. Write f(x), g(x) as in (1) with m = n, and choose a root α of f . We
apply Lemma 1 for i = 0 together with Lemma 18 and the fact that vf ≤ 0
to obtain that vg(α) ≥ v(f − g) + min{0, nvα} ≥ v(f − g) + nvf . �

The following lemma is sometimes (e.g. in [1] and [12]) cited as a separate
result on the continuity of roots. It is a generalization of one of the results
given in Theorem 14, since we don't require the polynomial g to be monic.
This lemma will be employed, directly or indirectly, to prove a number of
results (see e.g. Theorem 21, Theorem 31 and Theorem 50).

Lemma 20. Let f, g ∈ K[x] be polynomials of degree n ≥ 1, assume that f
is monic and let α be a root of f . If g is monic or v(f − g) > 0, then there
exists a root β of g such that

v(β − α) ≥ vf +
v(f − g)

n
.

Proof. Write f and g as in (1) with m = n. We �rst claim that vbn = 0.
This is true if g is monic. If v(f − g) > 0, then

0 < v(f − g) = min
i
{v(ai − bi)} ≤ v(1− bn),

which also implies that vbn = 0. Suppose that for every root β of g we have:

v(β − α) < vf +
v(f − g)

n
.

Since vbn = 0, we thus obtain that

vg(α) =
n∑
i=1

v(βi − α) ≤ n · max
1≤i≤n

v(βi − α) < nvf + v(f − g),

which contradicts Lemma 19. �

The following theorem is a direct application of Lemma 20 and Theorem
16. We employ the results and methods which were already introduced, in
order to formulate a root continuity theorem which does not require the
polynomials in question to be monic. We are, however, assuming that they
are of equal degree. Another price to pay for the generalization is that the
bound in the following theorem can be worse than the one in Theorem 16.

Theorem 21. Let f ∈ K[x] be as in (1) and take ε > 0. If g ∈ K[x] is a
polynomial of degree n such that

(14) v(f − g) ≥ nε− nvf + (n+ 1)van,

then assertions (b)�(d) of Theorem 16 hold. Moreover, if f is separable and
ε > kras(f), then also assertions (e)�(h) of Theorem 16 hold.
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Proof. Observe that Equation (14) is equivalent to:

v(a−1n f − a−1n g) ≥ nε− nv(a−1n f).

We will work with ĝ := a−1n g and with the monic polynomial f̂ := a−1n f .
Both polynomials have the same roots as g and f respectively. Our assump-
tion can now be written as:

v(f̂ − ĝ) ≥ nε− nvf̂ ≥ nε > 0.

Fix any root α of f̂ . From Lemma 20 we infer that there exists a root β of
ĝ such that

v(α− β) ≥ vf̂ +
v(f̂ − ĝ)

n
≥ vf̂ + ε− vf̂ = ε.

This proves assertion (c) of Theorem 16.

Observe that v(1−a−1n bn) ≥ v(f̂−ĝ) > 0. This implies that v(a−1n bn) = 0,
and so van = vbn. Moreover, since ε > 0 and vf ≤ van , (14) implies that
v(f − g) > van, which in turn implies that vf = vg. Working with b−1n f
and the monic polynomial b−1n g, our assumption now states that:

v(b−1n f − b−1n g) ≥ nε− nv(b−1n g).

Thus we can repeat the above method to prove part (b) of Theorem 16.
To prove the further assertions, we observe that the arguments for asser-

tions (d)�(h) in the proof of Theorem 16 do not use the assumption that
the polynomials in question are monic. Thus we can employ the now proved
assertions (b) and (c) and repeat the rest of the proof of Theorem 16. �

5. Using the Newton Polygon method and improving the

bounds

Krasner's constant of an element α ∈ Ksep \K is de�ned as follows:

krasK(α) = max{v(α− σα) | σ ∈ GalK ∧ σα 6= α}.

Note that if α is a root of a separable polynomial f ∈ K[x], then kras(f) ≥
krasK(α).
The �rst theorem stated in this section is an application of the Newton

Polygon. Its formulation and proof are alterations of [2, Theorem 1]. At the
cost of modifying the bound given in [2], we are able to drop the assumptions
on the polynomials in question to be of the same degree, both monic and
separable, and to have integral coe�cients.
To prove the second part of the theorem, we will employ the following

version of Krasner's Lemma (see e.g. [4, 16.8], [5, Theorem 4.1.7]).

Lemma 22. Let (K, v) be a Henselian valued �eld. Then for every element
α ∈ Ksep the following holds: if β ∈ Ksep \K satis�es v(α−β) > krasK(α),
then α ∈ K(β).



18 �MIEL, KUHLMANN, SZEWCZYK

Theorem 23. Let (K, v) be a valued �eld and take f, g ∈ K[x], written as
in (1) with f monic and m ≥ n. Fix an ε ≥ max{0, kras(f)} and assume
that

(15) v(f − g) > nε− deg(f − g)γ∗(f).

Then, after suitably rearranging indices, for every k ∈ {1, . . . , n} we have
v(αk − βk) > ε.
If in addition (K, v) is Henselian and f and g are separable, then for each

k we have K(αk) ⊆ K(βk).

Proof. Choose a root α of f and consider fα(x) := f(x + α), gα(x) :=
g(x + α). Denote by a′i and b

′
i the respective coe�cients of fα and gα. We

will now prove a number of results on the Newton Polygons of fα and gα.
If α is a root of f of multiplicity t ≥ 1, then 0 is a root of fα of multiplicity

t. Hence for 0 ≤ i ≤ t− 1 we have NPfα(i) = va′i =∞. Moreover,

(16)


NPfα(t) = va′t = v(sn−t(α1 − α, . . . , αn − α))

= v
(∑

i1<i2<...<in−t
(αi1 − α) · . . . · (αin−t − α)

)
= v

(∏
j∈J(αj − α)

)
=
∑

j∈J v(α− αj) ≤ (n− t)ε,

where J ⊂ {1, . . . , n} is the set of all n− t indices j such that αj 6= α. By
Lemma 3 we have:

v(fα − gα) ≥ v(f − g) + min{0, deg(f − g)vα}
≥ v(f − g) + deg(f − g)γ∗(f) > nε.

Therefore, for 0 ≤ i ≤ t− 1 we have:

(17) vb′i = v(b′i − a′i) ≥ v(fα − gα) > nε.

Assume now that f is not purely inseparable. We apply Theorem 6 to
the polynomials fα and gα and the value ε. Using the notation of that
theorem, we see that γs = ∞ > ε. Since f has at least two distinct roots,
the property ε ≥ kras(f) implies that ε ≥ γs−1. Hence `ε = s− 1, and since
0 is a root of fα of multiplicity t, we have k`ε = t. As a result,

(18) NPfα(i) = NPgα(i) for t ≤ i ≤ n.

For the time being, we write the indices of roots of g in such a way that

(19) v(β1 − α) ≥ v(β2 − α) ≥ . . . ≥ v(βm − α).

Then β1 − α, . . . , βt − α are the t roots of gα whose value exceeds that of
the remaining roots of gα. This means that their values correspond to the
leftmost slopes of NPgα . In particular, we have:

(20) v(βt − α) = NPgα(t− 1)− NPgα(t).

By Equation (18) with i = t and Equation (16) we have:

(21) NPgα(t) = NPfα(t) ≤ (n− t)ε.
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From equation (17) we have that the second coordinate of each point (i, vbi)
on the interval [0, t− 1] is strictly above nε. Since NPgα(t) ≤ (n− t)ε, this
means that each slope located on the left of the point (t,NPgα(t)) must be
strictly less than the slope of the line going through (0, nε) and (t, (n− t)ε).
The slope of this line is −ε, and thus each of the roots β1 − α1, . . . , βt − αt
has value strictly greater than ε.
Consider the set J = {j ∈ {1, . . . , n} | αj = α} containing t elements.

We renumber the roots β1, . . . , βt by the indices in J so that they are paired
with the roots αj, j ∈ J . Then we have v(βj − αj) > ε for all j ∈ J .
To the roots αj, j ∈ J we have now assigned the corresponding roots βj.

We claim that if we repeat this construction for another root α := αl, l /∈ J ,
then none of the so assigned roots βl can be equal to βj for any j ∈ J .
Suppose that βl = βj for some j ∈ J . Since ε ≥ kras(f), we have:

v(αj − α) ≥ min{v(αj − βj), v(α− βj)} > ε ≥ v(αj − α).

We have now shown that for every root α of f of multiplicity t there exist
at least t roots of g which satisfy our claim. Moreover, the argument above
yields that those roots of g cannot be assigned to a root distinct from α.
We can thus renumber the roots of g such that v(αk − βk) > ε, assigning
indices from {n + 1, . . . ,m} to the roots of g which were not chosen to be
paired with any root of f .
If f is purely inseparable, then we have NPfα(i) =∞ for i < n, NPfα(n) =

0. Recall from (17) that vbi > nε for 0 ≤ i < n. Moreover, we have
v(b′n − a′n) ≥ v(fα − gα) > 0, hence NPgα(n) = vb′n = 0. We write the
indices 1, . . . , n of roots of g as in (19). Then, by the same argument as
before,

v(βi − αk) > ε, 1 ≤ i ≤ n.

Hence, also in the case when f is purely inseparable, we can renumber the
roots of g in such a way that v(αk − βk) > ε ≥ kras(f).
To prove the last assertion, observe that the separability of f together

with the above property implies that v(αk − βk) > ε ≥ krasK(αk). Hence
by Lemma 22, K(αk) ⊆ K(βk) for each k. This �nishes the proof. �

Note that by Theorem 23, each ball B◦ε (αk) contains at least tk roots of
g. The following theorem gives us a more precise result for some roots of f .

Theorem 24. Take f, g ∈ K[x], written as in (1) with f monic and m ≥ n.
Fix an ε ≥ max{0, kras(f)} and assume that

v(f − g) > nε− deg(f − g)γ∗(f).

If vαk > γ(f), then there are precisely tk roots of g (counted with multi-
plicity) in the ball B◦ε (αk).
If in addition ε ≥ (1− m

n
)γ(f), then the same holds for each αk such that

vαk = γ(f). In this case, for n < k ≤ m we have vβk < γ(f).
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Proof. We employ Theorem 23 to �nd an enumeration of the roots of f
and g such that v(αk − βk) > ε for 1 ≤ k ≤ n. In particular, every ball
B◦ε (αk) has at least tk roots of g. As in the previous proof, we �nd that
B◦ε (αk) ∩B◦ε (αj) = ∅ if αk 6= αj.
As in the construction of NPf , denote by γi the values of roots of f in

increasing order, with γs being the largest. Since ε ≥ kras(f), we must
have ε ≥ γs−1 ≥ γ1 = γ(f) if f has at least two distinct values of roots, and
ε ≥ γs = γ1 = γ(f) if all roots of f have one value.
We will �rst assume that ε ≥ (1 − m

n
)γ(f) and prove the claim for any

root αk of f . Since vαk ≥ γ1, the fact that v(αk−βk) > ε ≥ γ1 implies that
also vβk ≥ γ1. By Lemma 9 combined with Theorem 4, all the roots βi,
i ∈ {n + 1, . . . ,m}, have value strictly less than γ1. This means that there
are precisely n roots of g which are eligible to be paired up with roots of
f . We combine this with our previous observation to obtain that each ball
Bε(αk) contains precisely tk roots of g.
Now take any root αk of f such that vαk > γ1. Since the condition

ε ≥ (1−m
n

)γ1 holds if γ1 ≥ 0, we may assume that γ1 < 0. Then v(αk−βk) ≥
ε ≥ 0 implies that also vβk > γ1. Since ε ≥ γ1, the assumptions of Theorem
6 are satis�ed. In particular, NPg and NPf coincide along the interval on
which NPf assumes slope −γ1, that is, the interval [k1, n]. If we show that
on the left of the coordinate k1, NPg has slope strictly less than −γ1, by
Theorem 4 we will obtain that f and g have the same number of roots of
value strictly greater than γ1. We can then use the same argument as above
to conclude that each ball Bε(αk) contains precisely tk roots of g.
Since there exists a root of f of value greater than γ(f), f has at least two

distinct values of roots. We therefore must have k1 6= 0. Suppose that NPg

continues on the left of the point (k1, vak1) with slope −γ1. Let (i0, vbi0),
i0 < k1, be the vertex of NPg which represents the left end of the face of
NPg that has slope −γ1. Then vbi0 < NPf (i0) ≤ vai0 . Since γ1 < 0 and
van = vbn = 0, this also means that vbi0 < 0. But this implies that

0 > vbi0 = v(bi0 − ai0) ≥ v(f − g) > 0,

which gives us a contradiction. �

The following result was presented in [1] for complete normed �elds (see
[1], Sect. 3.4, Proposition 1 and further results). In the present paper, its
formulation has been adapted to work with valuations of arbitrary rank that
are not necessarily complete. The completeness of the �eld is only used in
[1] to obtain a unique extension of the norm from the �eld to its algebraic
closure. However, the statement remains true when considering any valued
�eld (K, v) and choosing any extension of v to an algebraic closure of K.
Instead of restating the original proof, we note that this theorem is a special
case of Theorem 24, where m = n. We are also able to specify a bound in
our assumptions, replacing the original epsilon-delta formulation.
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Theorem 25. Take any monic polynomial f ∈ K[x] of degree n ≥ 1 and
let α be a root of f of multiplicity t. Choose an element ε ∈ vK such that
ε ≥ max{0, kras(f)}. Assume that for a monic polynomial g ∈ K[x] of
degree n we have:

v(f − g) > nε− (n− 1)γ∗(f).

Then g has exactly t roots (counted with multiplicities) in B◦ε (α).

Note that as was the case of Lemma 9, the bound for v(f−g) in Theorems
23 and 24 depends on both f and g. Similarly to the observation in Remark
13, this bound cannot be made independent of the polynomial g. This is
illustrated in the following example.

Example 26. We claim that there exists a monic polynomial f and poly-
nomials gj, j ≥ 1, such that {v(f − gj) | j ≥ 1} is co�nal in vK, but for
any value ε ∈ vK and for any root α of f , the ball B◦ε (α) contains either no
roots of gj or all roots of gj. In particular, we will show that B◦ε (α) contains
no roots of gj if ε ≥ 0.
We consider the �eld Q with the 2-adic valuation v. We set f(x) = x− 1

2
,

gj(x) = f(x) + 2jxj+1. Then v(f − gj) = j. Note that all roots of gj have
value −1, same as the only root α = 1

2
of f . Indeed, the Newton Polygons

of gj contain only one face of length j + 1.
Fix any positive integer j and take g := gj. To look at the values v(1

2
−β)

for any given root β of g, we will consider the polynomial g(x + 1
2
). The

roots of g(x+ 1
2
) are of the form β− 1

2
, where β is any root of g. We compute:

g

(
x+

1

2

)
= x+ 2j

(
x+

1

2

)j+1

= x+

j+1∑
i=0

(
j + 1

i

)
2i−1xi =:

j+1∑
i=0

bix
i.

Observe that vb0 = −1 and vbj+1 = j. We claim that for 1 ≤ i ≤ j we have
vbi ≥ i− 1. Note that b1 = 1 +

(
j+1
1

)
, hence vb1 ≥ 0. For 1 < i ≤ j we have:

vbi = v

((
j + 1

i

)
2i−1

)
≥ v

(
2i−1

)
= i− 1.

This means that NPg(x+ 1
2
) contains precisely one face with slope 1, whose

left and right endpoints are (0,−1) and (j + 1, j), respectively.
Hence for each root β of g we have v(1

2
−β) = −1. In particular, the ball

B◦γ(
1
2
) contains precisely j + 1 roots of g if γ < −1 and it contains no roots

of g for γ ≥ −1.

Example 27. We will now show that the bound for v(f − g) in Theorem
23 is sharp if we take ε := max{0, kras(f)}. To this end, we will again
consider Q with the 2-adic valuation v and the polynomial f(x) = x − 1

2
.

It has a single root α = 1
2
of value −1, so γ∗(f) = −1, kras(f) = −1 and

ε = 0. This time, we take gj(x) := f(x) + 2jxj for j ∈ N. Then g1 has
the single root β = 1

6
, thus v(α − β) = −v(3) = 0. On the other hand,
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v(f − g) = v(2x) = 1 and therefore, nε− deg(f − g)γ∗(f) = 1 = v(f − g).
This proves that the bound given in (15) is sharp.
By using the polynomials gj de�ned above we can construct examples with

polynomials that are arbitrarily close to f . We observe that v(f − gj) = j.
We �x an arbitrary j ∈ N and set g := gj .
As in Example 26, we see that

g

(
x+

1

2

)
= x+

j∑
i=0

(
j

i

)
2ixi =:

j+1∑
i=0

bix
i.

Then vb0 = vb1 = 0, vbj = j, and vbi ≥ i for 1 < i < j. This means that
the Newton Polygon of g(x+ 1

2
) has two faces: one with slope 0 and length

1, and the other with slope j
j−1 and length j − 1. Hence, g(x + 1

2
) has one

root of value 0 and j − 1 roots of value − j
j−1 . If β is any root of g(x), then

β − 1
2
is a root of g(x+ 1

2
) and therefore, v(α− β) = v(β − 1

2
) ≤ 0. On the

other hand,

v(f − g) = j = n · 0− j · (−1) = nε− deg(f − g)γ∗(f).

This again shows that the strict inequality in (15) is necessary even when
the polynomials f and g are close to each other.1

We now focus on a di�erent approach to proving root continuity theorems,
which can be found in [6] and [7]. Similarly to Theorems 23 and 24, the
methods presented here allow us to improve the results given in Section 4.
To prove the following result, we will use the theory introduced in Section
3 in the particular case where deg f = deg g.

Theorem 28. Take ε > 0, and two monic polynomials f, g ∈ K[x] as in
(1) with m = n. Assume that

(22) v(f − g) > nε− (n− 1)γ∗(f).

Then, after suitably rearranging indices, v(αi − βi) > ε for every i.

Proof. Choose roots αi1 , . . . αi` of f such that the balls B◦ε (αi1), . . . , B
◦
ε (αi`)

are disjoint, and such that every root of f is contained in one of these balls.
For each j ∈ {1, . . . , `} and γ∗(f) given by (9) we have:

nε− (n− 1)γ∗(f) ≥ nε−min{0, (n− 1)vαij}.
Combined with (22), this shows that condition (8) is satis�ed. Thus by
Corollary 12 for c = αij we have nb(f, ε, αij) = nb(g, ε, αij). We can thus
enumerate the roots of g by connecting them to the roots of f that are in
the same ball. �

1This example appears to suggest that the �rst part of Theorem 23 remains true if
�>� in condition (15) and the subsequent assertion is replaced by �≥�. However, in this
case the respective condition on ε in Theorem 23 should have �≥� replaced by �>�. This
and related aspects will be studied in more detail in the PhD thesis of the �rst author.
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Theorem 29. Take ε > 0, and two polynomials f, g ∈ K[x] as in (1) with
m = n such that f is monic and v(f − g) > nε − nvf . Then there is an
enumeration of the roots of g such that v(αi − βi) > ε for every i.

Proof. Recall from Lemma 18 that vf ≤ γ∗(f). Assume that g = bng0, with
g0 a monic polynomial. We wish to show that

v(f − g0) > nε− (n− 1)γ∗(f).

Since f is monic, we have vf ≤ 0, hence v(f − g) > ε > 0 implies vf = vg.
Moreover, as in the proof of Lemma 20, we see that vbn = 0. We compute,
using the hypothesis of the theorem:

v(g − g0) = v((bn − 1)g0) = v(bn − 1) + vg0 ≥ v(f − g) + vg0

> nε− nvf + vg − vbn = nε− (n− 1)vf.

As a result, we obtain that

v(f − g0) ≥ min{v(f − g), v(g− g0)} > nε− (n− 1)vf ≥ nε− (n− 1)γ∗(f).

Applying Theorem 28 to f and g0 in place of g yields the required result. �

Remark 30. Note that if f and g are monic with deg f = deg g = n, then
deg(f−g) ≤ n−1. Hence under the additional assumption that ε ≥ kras(f),
Theorem 23 generalizes Theorem 28. Similarly, since γ∗(f) ≤ vf ≤ 0 and
deg(f−g) ≤ n for f and g of degree n, with the same additional assumption
Theorem 23 generalizes Theorem 29. However, Theorems 28 and 29 are
useful if v(f −g) is a small positive value, that is, if 0 < v(f −g) < kras(f).
Consider f(x) = x2 − 16 and g(x) = x2 − 4 in the �eld Q with the 2-adic
valuation. In this case, Theorem 23 does not work since v(f −g) < kras(f),
but taking ε = 1

2
allows us to use Theorem 28.

6. Convergent nets of polynomials

A di�erent approach to root continuity can be found in [12]. Instead of
looking at a polynomial which is `close' to a given polynomial, we consider
convergent nets of polynomials and study the behavior of their roots.
A directed set (I,≤) is a partially ordered set such that for all i, j ∈ I

there is k ∈ I such that k ≥ i and k ≥ j. We call J ⊆ I co�nal in I if for
every i ∈ I there is j ∈ J such that j ≥ i. Note that a co�nal subset of a
directed set is itself directed. Moreover, if I1 is co�nal in I2 and I2 is co�nal
in I3, then I1 is co�nal in I3.
A net in a set X is a function ϕ : I → X, where I is a directed set; we

will denote it by (xi)i∈I . For Y ⊆ X, we say that (xi)i∈I is ultimately in Y
if there is some i0 ∈ I such that xi ∈ Y for each i ∈ I with i ≥ i0.
Now assume that X is a topological space. An element x ∈ X is a limit of

the net (xi)i∈I if for every open neighborhood Ux of x, (xi)i∈I is ultimately
in Ux. This fact shall be written as follows: (xi)i∈I → x. In this case we
will say that the net (xi)i∈I is convergent and that it converges to x.
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Finally, let I and J be directed sets. We say that (xj)j∈J is a subnet of
(xi)i∈I if J is a co�nal subset of I.
We leave it to the reader to observe that if I = I1 ∪ . . . ∪ In, then there

exists k ∈ {1, . . . , n} such that Ik is co�nal in I. In particular, if under
these assumptions (xi)i∈I is a net, then (xi)i∈Ik is a subnet.
A particular case of convergence that will be considered in this paper is

given by the topology induced by a valuation v on a valued �eld or ring X.
In this setting, we have (xi)i∈I → x if for all r ∈ vX there is some i0 ∈ I
such that v(xi − x) > r for each i ∈ I with i ≥ i0.
The following result can be found in [12, Lemma 1-6].

Theorem 31. Let (K, v) be a valued �eld and let (I,≤) be a directed set.
Consider a net (fi)i∈I of monic polynomials in K[x] of degree n. Moreover,
let f ∈ K[x] be the limit of (fi)i∈I with respect to the valuation v, and for
each i ∈ I choose a root βi of fi. Then there exists a root α of f and a
co�nal subset J ⊆ I such that (βj)j∈J → α.

Proof. Choose (fi)i∈I , βi ∈ K̃ and f ∈ K[x] as in the theorem. Note that
since (fi)i∈I → f , the set I0 := {i ∈ I | v(fi − f) > 0} is co�nal in I. If we
�nd J co�nal in I0 which satis�es our claim, then J will also be co�nal in
I. We can therefore assume without loss of generality that v(fi−f) > 0 for
all i ∈ I. Since f is a limit of monic polynomials of degree n, it is itself a
monic polynomial of degree n. This fact combined with v(fi−f) > 0 shows
that vf = vfi for all i ∈ I.
Let α1, . . . , αn ∈ K̃ be all the (not necessarily distinct) roots of f . For

each k ∈ {1, . . . , n} de�ne:

J(αk) :=

{
i ∈ I | v(αk − βi) ≥

v(f − fi)
n

+ vf

}
.

By Lemma 20 we have that for each i ∈ I there exists k ∈ {1, . . . , n} such
that i ∈ J(αk), that is:

I = J(α1) ∪ . . . ∪ J(αn).

There exists a root α of f such that J(α) is co�nal in I. Set J := J(α).
Then (fj)j∈J is a net convergent to f , that is, for all r ∈ vK there is some
j0 ∈ J such that v(f − fj) > r for each j ∈ J with j ≥ j0. Fix any element
ε ∈ vK. We wish to show that, ultimately, v(α − βj) > ε. We know that
there is some j1 ≥ j0 such that v(f − fj) ≥ nε − nvf for each j ∈ J with
j ≥ j1. Thus for all j ∈ J such that j ≥ j1 the following holds:

v(α− βj) ≥
v(f − fj)

n
+ vf ≥ nε− nvf

n
+ vf = ε.

�

From Theorem 31 we know that if (fi)i∈I → f , then each net of roots βi
of fi contains a subnet convergent to some root α of f . Theorem 25 yields
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the following converse result which shows that each root α of f is a limit of
a suitable choice of (βi)i∈I .

Corollary 32. Let (I,≤) be a directed set and consider a net (fi)i∈I of
monic polynomials in K[x] of degree n with limit f ∈ K[x]. Choose a root
α of f of multiplicity t. Then for every ε ≥ max{0, kras(f)} there exists
i0 ∈ I such that for every i ≥ i0, each of the polynomials fi has precisely
t roots in B◦ε (α). In particular, there exists a net (βi)i∈I of elements of K̃
such that βi is a root of fi for each i ∈ I, and (βi)i∈I → α.

In fact, this result can also be obtained by directly applying part (c) of
Theorem 16.

7. Applications

In this section we will prove a number of results using the root continuity
theorems presented earlier. Moreover, we are able to say more about the
roots and the irreducible factors of polynomials which are su�ciently close
to each other. As before, we consider a valued �eld (K, v) and the extension

(K̃, v). All algebraic extensions of K will be equipped with the correspond-
ing restriction of v. We let Kc be the completion of (K, v), equipped with
the canonical extension of v. The �rst result in this section is an application
of Theorem 16. It can also be found in [13, Theorem 32.19].

Theorem 33. The completion of a Henselian �eld is again Henselian.

Proof. Take a monic polynomial f ∈ OKc [x] and assume that fv has a
simple root ζ ∈ (Kc)v = Kv. We wish to show that f admits a root
α ∈ OKc such that αv = ζ. Extend the valuation v to the algebraic closure
of Kc. Since ζ is a simple root of fv, there is a unique root α of f which
under this extension satis�es αv = ζ. If we show that α ∈ Kc, then the
proof will be �nished. To this end, �x any ε > 0. We wish to show the
existence of an element β ∈ K such that v(α− β) ≥ ε.
By the de�nition of Kc, for each δ > 0 we can �nd g ∈ K[x] such that

v(f − g) > δ. Since f has integral coe�cients, it follows that g ∈ OK [x].
We employ part (c) of Theorem 16 to �nd that if v(f − g) is large enough,
then g has a root β such that v(α− β) ≥ ε. We have to show that β ∈ K.
Note that v(f − g) > 0, thus we have gv = fv, so that also gv admits ζ
as a simple root. The �eld (K, v) is assumed to be Henselian, so there is
a root β0 ∈ OK of g such that β0v = ζ. Since v(α − β) ≥ ε > 0, we have
βv = αv = ζ = β0v. But ζ is a simple root of gv, so β = β0 ∈ K. �

For the next result, we need the following technical lemma.
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Lemma 34. Take an arbitrary valued �eld (L, v) and c1, . . . , cn, d1, . . . , dn ∈
L such that vci ≤ 0 for all i. Take ε ≥ 0 and assume that for 1 ≤ j ≤ n,

v(cj − dj) > ε − v
∏

1≤i≤n

ci.

Then for every subset I ⊆ {1, . . . , n},

(23) v

(∏
i∈I

ci −
∏
i∈I

di

)
> ε.

Proof. Observe that since vci ≤ 0 for all i, the value of each product of the
ci also does not exceed 0. Since ε ≥ 0, it follows that v(cj − dj) > 0 for all
j, which in turn implies that vcj = vdj.

By induction we show that for 1 ≤ k ≤ n,

(24) v

( ∏
1≤i≤k

ci −
∏

1≤i≤k

di

)
> ε− v

∏
k+1≤i≤n

ci > ε,

where for k = n we have v
∏n

i=n+1 ci = v1 = 0.
Given I ⊆ {1, . . . , n}, we can without loss of generality renumber the

elements ci so that I = {1, . . . , k} for some k. Then (24) will prove (23).

Observe that (24) holds for k = 1 because

v(c1 − d1) > ε− v
∏

1≤i≤n

ci ≥ ε− v
∏

2≤i≤n

ci.

Now assume that 1 ≤ k < n and that (24) holds for k. We compute:

v

( ∏
1≤i≤k+1

ci −
∏

1≤i≤k+1

di

)
=

= v

(
ck+1

∏
1≤i≤k

ci − dk+1

∏
1≤i≤k

di

)

= v

(
ck+1

∏
1≤i≤k

ci − dk+1

∏
1≤i≤k

ci + dk+1

∏
1≤i≤k

ci − dk+1

∏
1≤i≤k

di

)

≥ min

{
v(ck+1 − dk+1) + v

∏
1≤i≤k

ci, vdk+1 + v

( ∏
1≤i≤k

ci −
∏

1≤i≤k

di

)}
.

By the assumption of our lemma,

v(ck+1 − dk+1) + v
∏

1≤i≤k

ci > ε− v
∏

1≤i≤n

ci + v
∏

1≤i≤k

ci ≥ ε− v
∏

k+2≤i≤n

ci.
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By our induction assumption,

vdk+1 + v

( ∏
1≤i≤k

ci −
∏

1≤i≤k

di

)
> vdk+1 + ε− v

∏
k+1≤i≤n

ci

= vck+1 + ε− v
∏

k+1≤i≤n

ci

= ε− v
∏

k+2≤i≤n

ci.

This shows that (24) holds for k + 1 in place of k and completes the proof
of our lemma. �

In the special case where (K, v) is a valued �eld and the rational function
�eld K(x) is endowed with the Gauÿ valuation, we can take ci = x − αi
and di = x − βi . Then vci ≤ 0, v(cj − dj) = v(αj − βj) and v

∏n
i=1 ci =

v
∏n

i=1(x− αi). Thus with L = K(x), the above lemma yields:

Corollary 35. Take a valued �eld (K, v) and α1, . . . , αn, β1, . . . , βn ∈ K.
Choose a nonnegative value ε ∈ vK and assume that for 1 ≤ j ≤ n,

v(αj − βj) > ε − v
∏

1≤i≤n

(x− αi).

Then for every subset I ⊆ {1, . . . , n},

(25) v

(∏
i∈I

(x− αi) −
∏
i∈I

(x− βi)

)
> ε.

The following is Theorem 32.20 from [13]. It allows us to obtain informa-
tion on the irreducible factors of polynomials which are su�ciently close to
each other. We give a proof by use of Theorem 16.

Theorem 36. Let (K, v) be a Henselian �eld and f = f1 · . . . · fr where
f1, . . . , fr are distinct monic separable irreducible polynomials over K. Then
for every ε > max{0, kras(f)} there is some δ ∈ vK such that for every
monic polynomial g ∈ K[x] satisfying v(f − g) > δ we have g = g1 · . . . · gr,
where g1, . . . , gr are distinct monic separable irreducible polynomials over K
and for each k ∈ {1, . . . , r} the following assertions hold:

(a) deg fk = deg gk and v(fk − gk) > ε,
(b) for every root α of fk there exists a root β of gk such that K(α) =

K(β),
(c) fk and gk have the same splitting �eld,
(d) for all roots α of fk and β of gk, K(α) and K(β) are isomorphic

over K.
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Proof. Let n = deg f and choose any ε > max{0, kras(f)}. By assumption,

f has n distinct roots α1, . . . , αn ∈ K̃. We take any δ satisfying

δ ≥ n (ε− vf − γ∗(f)) .

Then the assumption v(f − g) > δ implies that

ε0 :=
v(f − g)

n
+ γ∗(f) > ε− vf ≥ ε > max{0, kras(f)}.

By part (g) of Theorem 16, for every αi there exists a unique root βi of g
satisfying v(αi − βi) ≥ ε0. Consequently, g is separable.
For every k ∈ {1, . . . , r}, we de�ne gk =

∏
(x − βi), where the product

is taken over all i such that αi is a root of fk. Then the factors gk are
separable and pairwise distinct, and deg fk = deg gk. Thus it su�ces to
show that each gk is an irreducible polynomial over K. Let αi be a root
of fk; then by construction, βi is a root of gk. Take σ ∈ GalK and let αj
be the root of fk such that σαi = αj. Since (K, v) is Henselian, we have
v(αj − σβi) = vσ(αi − βi) = v(αi − βi) ≥ ε0. As βj is the unique root
of g such that v(αj − βj) ≥ ε0, it follows that σβi = βj. Therefore, every
σ ∈ GalK maps the roots of gk onto roots of gk, and thus gk is a polynomial
over K. Conversely, let βi and βj be two roots of gk. Since fk is irreducible
over K, we can �nd σ ∈ GalK such that σαi = αj. By the same argument
as before we �nd that σβi = βj, which means that gk must be irreducible.
Since for each 1 ≤ i ≤ n we have v(αi−βi) ≥ ε0 > ε−vf , we can employ

Corollary 35 for the elements αi and βi to obtain:

∀1≤k≤r v(fk − gk) > ε.

This proves assertion (a).
Fix any root βi of g. Since g is separable over K, βi lies in K

sep. Assume
�rst that βi ∈ K. Then the corresponding irreducible polynomial gk is of
the form x− βi and consequently, fk = x− αi . Thus K(βi) = K = K(αi),
in which case assertion (b) of the theorem holds. Now assume that βi ∈
Ksep \ K. By our choice of ε0 and by Krasner's Lemma (Lemma 22) we
obtain that K(αi) ⊆ K(βi). But if k is such that αi is a root of fk, then
[K(αi) : K] = deg fk = deg gk = [K(βi) : K], showing that K(αi) = K(βi).
This proves assertion (b), which readily implies assertions (c) and (d). �

From the above theorem we derive the following result.

Corollary 37. Let (K, v) be a an arbitrary valued �eld and take a monic
separable polynomial f ∈ K[x]. Assume that f has a factorization into
distinct irreducible polynomials over Kh of the form f = f1 · . . . · fr. Then
for every ε > max{0, kras(f)} there is some δ ∈ vK such that for every
monic polynomial g ∈ K[x] satisfying v(f − g) > δ we have g = g1 · . . . · gr,
where g1, . . . , gr are distinct monic separable irreducible polynomials over
Kh. Moreover, for each k ∈ {1, . . . , r}, assertions (a)�(d) of Theorem 36
hold for Kh in place of K.
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For further results it will be useful to employ the notions from [8, Section
7.9]. Let H1, H2 be subgroups of a group G. Then for g ∈ G the set

H1gH2 = {h1gh2 | h1 ∈ H1 ∧ h2 ∈ H2}
is called a double coset of G. The set of all such double cosets induces an
equivalence relation on G, with respect to which two elements g1, g2 are
equivalent if H1g1H2 = H1g2H2. For each element in the corresponding
equivalence class we may then choose a representative. This notion will be
employed for subgroups of the group GalK.

Notation 38. Throughout, we will consider a �nite extension L|K and �x
the representatives ι1, . . . , ιs ∈ GalK of the double cosets

{(GalKh)ι(GalL) | ι ∈ GalK}.
Note that s ≤ (GalK : GalL) ≤ [L : K] <∞. For ι ∈ GalK we denote by
resL(ι) = ι|L the restriction of ι to L. Further, by [L : K]sep we denote the
degree of the maximal separable subextension of L|K, and we set

[L : K]ins :=
[L : K]

[L : K]sep
.

We de�ne the characteristic exponent of K to be charexpK := charK if
charK > 0, and charexpK := 1 otherwise. Then [L : K]ins is a power of
charexpK for every �nite extension L|K.
The following two lemmas can be found in [8, Lemma 7.46] in a more

general form, with an arbitrary algebraic extension K ′ in place of Kh. For
our purposes the result in the simpli�ed form is su�cient.

Lemma 39. An automorphism ι ∈ GalK lies in GalKhιi GalL if and only
if the isomorphism resιiL(ιι−1i ) : ιiL → ιL can be extended to an isomor-
phism of (ιiL).Kh onto ιL.Kh over Kh.

Proof. Take ι ∈ GalK. Then an automorphism in GalK extends resιiL(ιι−1i )
if and only if it lies in the coset ιι−1i Gal ιiL. This coset is equal to

ιι−1i ιi(GalL)ι−1i = ι(GalL)ι−1i .

Hence, there is an extension of resιiL(ιι−1i ) to an isomorphism over Kh

if and only if ι(GalL)ι−1i ∩ GalKh 6= ∅. But this is equivalent to ι ∈
(GalKh)ιi GalL. �

Lemma 40. Consider L|K as in Notation 38 and let Ks be the maximal
separable subextension of L|K. Assume that Ks = K(α) and take f to be
the minimal polynomial of α over K. Let f = f1 · . . . ·fr be the factorization
of f into irreducible polynomials over Kh. Then r = s, and after suitably
rearranging indices we have that ιiα is a root of fi, so that [(ιiKs).K

h :
Kh] = deg fi.
Moreover, the following equalities hold:

(26) [L : K]ins = [(ιiL).Kh : Kh]ins, 1 ≤ i ≤ s,
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(27) [L : K] =
∑
1≤i≤s

[(ιiL).Kh : Kh].

Proof. Observe that since Ks|K is �nite and separable, we can always �nd
α such that Ks = K(α).
We will �rst prove Equation (26). Note that L|Ks is purely insepara-

ble and thus, GalL = GalKs . As K
h|K is separable, so is (ιiKs).K

h|ιiKs .
Since ιiL|ιiKs is purely inseparable, it is linearly disjoint from (ιiKs).K

h|ιiKs,
and (ιiL).Kh|(ιiKs).K

h is purely inseparable. This yields that [ιiL : ιiKs] =
[(ιiL).Kh : (ιiKs).K

h] and that (ιiKs).K
h|Kh is the maximal separable

subextension of (ιiL).Kh|Kh. Hence,

[L : K]ins = [ιiL : ιiKs] = [(ιiL).Kh : (ιiKs).K
h] = [(ιiL).Kh : Kh]ins.

Consider α and f = f1·. . .·fr as in the assumption of the lemma. Then for
ι ∈ GalK, resιiKs(ιι

−1
i ) : ιiKs → ιKs can be extended to an isomorphism

of (ιiKs).K
h onto (ιKs).K

h over Kh if and only if ιiα and ια are roots of
the same irreducible factor. By Lemma 39 we have that ιiα and ια are
roots of the same irreducible factor if and only if ι ∈ GalKhιi GalL. Since
there are s representatives of GalKhιi GalL, there must be s irreducible
factors of f , and we may enumerate them so that ιiα is a root of fi. Then
[(ιiKs).K

h : Kh] = deg fi. Hence,

(28) [L : K]sep = [Ks : K] = deg f =
∑
1≤i≤s

deg fi =
∑
1≤i≤s

[(ιiKs).K
h : Kh].

Since the extension (ιiL).Kh|(ιiKs).K
h is purely inseparable, we have:

[(ιiKs).K
h : Kh] = [(ιiL).Kh : Kh]sep = [(ιiL).Kh : Kh] · [(ιiL).Kh : Kh]−1ins.

In view of this equality and by Equation (26), multiplying Equation (28)
with [L : K]ins yields Equation (27). �

Assume that charexpK = p. For f ∈ K[x] denote by ins f the degree
of inseparability of f , that is, the maximal number pν which divides every
exponent in f(x). In this case f(x) can be written as f̃(xp

ν
) for some

f̃ ∈ K[x], and ins f̃ = 1.

Lemma 41. Fix any irreducible polynomial f ∈ K[x] and let α be a root of

f . Assume that ins f = pν and take f̃ ∈ K[x] such that f̃(xp
ν
) = f(x). Let

f̃ = f̃1 · . . . · f̃r be the factorization of f̃ into irreducible polynomials over
Kh and set fi(x) := f̃i(x

pν ). Then f = f1 · . . . · fr is the factorization of f
into irreducible polynomials over Kh. Moreover, for ι1, . . . , ιs chosen as in
Notation 38 for L = K(α), and after suitably rearranging indices, ιiα is a
root of fi and deg fi = [(ιiK(α)).Kh : Kh]. In particular, r = s.

Proof. We observe that f̃ is irreducible over K since every factorization
f̃ = g̃h̃ leads to a factorization f = g̃(xp

ν
)h̃(xp

ν
). Moreover, f̃ is separable.

Indeed, if it were inseparable, then by its irreducibility we would have f̃ ′ ≡ 0.
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But this would mean that every exponent in f̃ is divisible by p, which
contradicts the construction of f̃ .
We have that α is a root of f if and only if αp

ν
is a root of f̃ . Thus the

extension K(αp
ν
)|K is separable, and K(α)|K(αp

ν
) is purely inseparable.

Therefore, if Ks is the maximal separable subextension of K in K(α), then

Ks = K(αp
ν
). We apply Lemma 40 for f̃ in place of f and αp

ν
in place of

α. We obtain that f̃ splits into irreducible factors f̃1, . . . , f̃s over K
h such

that (ιiα)p
ν
is a root of f̃i, and

deg f̃i = [(ιiKs).K
h : Kh].

In particular, f̃ = f̃1 ·. . .·f̃s is precisely the factorization of f̃ into irreducible
polynomials over Kh, hence r = s. We de�ne fi(x) := f̃i(x

pν ), then f =
f1·. . .·fs and ιiα is a root of fi. We observe that ιiK(α) = K(ιiα) and ιiKs =
K
(
(ιiα)p

ν)
. Since Kh|K is separable, also

(
K
(
(ιiα)p

ν)
.Kh

)
|K
(
(ιiα)p

ν)
is

separable and thus linearly disjoint from K(ιiα)|K
(
(ιiα)p

ν)
. Therefore,

[K(ιiα).Kh : Kh] = [(ιiK(α)).Kh : Kh],

[K((ιiα)p
ν

).Kh : Kh] = [(ιiKs).K
h : Kh],

[K(ιiα).Kh : K((ιiα)p
ν

).Kh] = [K(ιiα) : K((ιiα)p
ν

)].

Consequently, the equality

[K(ιiα).Kh : Kh] = [K(ιiα).Kh : K((ιiα)p
ν

).Kh] · [K((ιiα)p
ν

).Kh : Kh]

implies that

[(ιiK(α)).Kh : Kh] = pν [(ιiKs).K
h : Kh] = pν deg f̃i = deg fi.

This shows that the fi are irreducible over K
h. �

The assumption on the separability of f in Corollary 37 can be dropped
at the cost of adding an assumption on ins f and ins g.

Theorem 42. Let (K, v) be an arbitrary �eld and take f ∈ K[x] monic
and irreducible over K. Assume that f has a factorization into distinct
irreducible polynomials over Kh of the form f = f1 · . . . · fr. For ins f = pν

take f̃ ∈ K[x] such that f̃(xp
ν
) = f(x). Then for every ε > max{0, kras(f̃)}

there is some δ ∈ vK such that the following holds: If g is any irreducible
monic polynomial over K satisfying ins g ≥ ins f and v(f − g) > δ, then:

- deg f = deg g and ins g = ins f ,
- g = g1 · . . . · gr where g1, . . . , gr are irreducible polynomials over Kh,
- for each k ∈ {1, . . . , r}, assertions (a)�(d) of Theorem 36 hold with
Kh in place of K.

Proof. For f as given in (1), we take δ ≥ max{vai | 1 ≤ i ≤ n ∧ ai 6= 0}.
Choose any irreducible monic polynomial g such that v(f − g) > δ. Then
ai 6= 0 implies that bi 6= 0, so then deg f = deg g. Moreover, since ins f
divides every i such that ai 6= 0, we must also have ins g ≤ ins f . Together
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with the hypothesis that ins g ≥ ins f we then obtain ins g = ins f ; let us
assume that it is equal to pν .
Let f̃ , g̃ ∈ K[x] be such that f̃(xp

ν
) = f(x), g̃(xp

ν
) = g(x). Then f̃ is

separable and irreducible over K. Let f̃ = f̃1 · . . . · f̃r be the factorization
of f̃ into irreducible polynomials over Kh. By Lemma 41, f̃i(x

pν ) = fi(x);

in particular, the polynomials f̃i are distinct. Since v(f̃ − g̃) = v(f̃(xp
ν
) −

g̃(xp
ν
)) = v(f − g), we may apply Corollary 37 to f̃ and g̃ in the place of

f and g, enlarging the originally chosen δ if necessary (note that this value
only depends on f , not on g). We obtain that the respective factorization of
g̃ into distinct irreducible polynomials over Kh is of the form g̃ = g̃1 · . . . · g̃r.
Set gk(x) := g̃k(x

pν ) ∈ Kh[x]. Since g is irreducible and ins g = ins f = pν ,
by Lemma 41 we see that g = g1 · . . . · gr is precisely the factorization of g
into irreducible polynomials over Kh.
Since a root αp

ν
of f̃k corresponds to a root α of fk, the last assertion

follows from Corollary 37 applied again to f̃ and g̃. �

The irreducibility of g in Theorem 42 is essential for assuring that the
corresponding factorization of g over Kh yields irreducible polynomials:

Example 43. We claim that there exists f ∈ K[x] monic and irreducible
over K such that for every δ ∈ vK there exists a monic polynomial g ∈ K[x]
satisfying ins g = ins f and v(f − g) > δ, but f and g do not split into
the same number of irreducible factors over Kh, and assertions (a)�(d) of
Theorem 36 do not hold for any choice of ε > 0 and any of the polynomials
fk, gk, and their respective roots.
Take (k, v) to be the rational function �eld Fp(t) with the t-adic valuation,

extended canonically to Fp((t)). Since the transcendence degree of Fp((t))
over Fp(t) is in�nite, we can choose an element in Fp((tp)) transcendental
over k. For example, take z :=

∑∞
i=1 t

p·i! ∈ Fp((t)) and de�ne K := k(z).

Consider the purely inseparable extension k(z
1
p )|K of degree p. Observe

that z
1
p =

∑∞
i=1 t

i! ∈ Fp((t)), thus z
1
p ∈ Kc. Take f to be the minimal

polynomial of z
1
p over K, that is, f(x) = xp − z.

To prove our claim, �x any element δ ∈ vK and assume without loss

of generality that δ > 0. Since z
1
p ∈ Kc, we can �nd an element β ∈ K

such that v(z
1
p − β) > δ. (In fact, we can take β =

∑n
i=1 t

i! for n large
enough.) Consider the polynomial g(x) = xp−βp ∈ K[x], then ins f = ins g
and v(f − g) = v(z − βp) > pδ > δ. Since Kh|K is separable and f(x) is

purely inseparable, we cannot have z
1
p ∈ Kh, so f(x) must be irreducible

over Kh. On the other hand, g splits into p linear factors already over K,

so in particular over Kh. Clearly, Kh(z
1
p ) cannot be equal nor isomorphic

to Kh(β) = Kh over Kh.
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For the next results we will require a number of properties of the henseliza-
tion Kh. The extension (Kh|K, v) is immediate, which means that the natu-
ral embeddings of vK in vKh and Kv in Khv are onto ([5, Corollary 5.3.8]).
Note that each algebraic extension of Kh is again a Henselian �eld. Thus
if (K, v) ⊂ (E, v) ⊂ (K̃, v), then we have:

(29) (Eh, v) = (E.Kh, v).

Take any σ ∈ Gal(K̃|K). Then the map

vσ = v ◦ σ : E 3 a 7→ v(σa) ∈ vK̃
is a valuation on E which extends K. In fact, all extensions of v from K to
E are conjugate. That is, all the extensions are of the form vσ, where σ is
an embedding of E in K̃ over K ([5, Theorem 3.2.15]).
Consider the group

Gd := Gd(K̃|K, v) := {σ ∈ GalK | v(σx) = vx for all x ∈ K̃}

called the decomposition group of (K̃|K, v), and its �xed �eld

Kd := Fix(Gd) := {a ∈ K̃ | σ(a) = a for all σ ∈ Gd}.

We will also write (K̃|K, v)d in place of Kd to specify which valuation we
are considering. This �eld is the henselization of K with respect to the
valuation v. For more details on rami�cation theory, see e.g. [4, Chapter 3],
[5, Sect. 5.2], [8, Chapter 7] or [10, Sect. 2.9].
For the convenience of the reader we include a number of results on Gd

and Kd. The following statements can be found in [8, Sect. 7].

Lemma 44. Take ι, σ, τ ∈ GalK.

(a) We have (K̃|K, vι)d = ι−1Kd.

(b) If vσ = vτ on τ−1Kd, then vσ = vτ on K̃ and στ−1 ∈ Gd.
(c) The restriction resKh(ι−1) is the unique isomorphism over K sending

Kd onto (K̃|K, vι)d.

Proof. Observe that Gd(K̃|K, vι) = ι−1
(
Gd(K̃|K, v)

)
ι ([10, Proposition

9.4], [4, (15.2)]). Assertion (a) thus follows since Fix(ι−1Gι) = ι−1 Fix(G)
for each automorphism group G.
Consider now σ and τ as in (b), then vστ−1 = v on Kd. Since the

extension of v fromKd to K̃ is unique, vστ−1 = v also holds on K̃. Assertion
(b) then follows from the de�nition of Gd.
It follows from part (a) that the restriction of ι−1 is the required isomor-

phism. If there were a second isomorphism, say σ−1, then vσ = vι on ι−1Kd,
so by part (b), ι−1 and σ−1 must coincide on Kd. This proves part (c). �

If w is another extension of v from K to K̃, then we will denote by
Kh(w) the henselization of (K, v) in (K̃, w). The above lemma allows us to
represent extensions of v from K to Kh by means of the automorphism ι.
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Lemma 45. For every ι ∈ GalK, the �eld (ι−1Kh, vι) is the henseliza-

tion (Kh(vι), vι) of (K, v) in (K̃, vι), and (Kh, v) is isomorphic over K to
(ι−1Kh, vι) via the uniquely determined isomorphism resKh(ι−1).

Proof. The assertion follows from the de�nition of the henselization together
with part (a) of Lemma 44. The uniqueness of resKh(ι−1) comes from part
(c) of that lemma. �

Lemma 46. Let ι1, . . . , ιs and L be as in Notation 38, and write vi :=

vιi. Then (L.ι−1i Kh, vi) is the henselization of (L, vi) in (K̃, vi), and it is
isomorphic over K to (ιiL.K

h, v) via ιi. Further, the distinct extensions
of v from K to L are precisely the restrictions of the valuations vi to L,
1 ≤ i ≤ s.

Proof. By virtue of Lemma 45, (ι−1i Kh, vi) is the henselization of (K, v) in

(K̃, vi). From Equation (29) it follows that (L.ι−1i Kh, vi) is the henseliza-

tion of (L, vi) in (K̃, vi). The restriction of ιi is an isomorphism from
(L.ι−1i Kh, vιi) onto (ιiL.K

h, v) over K.
We turn to the second assertion of the lemma. Assume that for some

ι ∈ GalK we have vι = vιi on L. Then vι and vιi are both extensions
of the same valuation from L to K̃. Since those extensions are conjugate,
there exists τ ∈ GalL such that vιiτ = vι on K̃. By Lemma 45, ι−1Kh =

τ−1ι−1i Kh is the henselization of K in (K̃, vι) = (K̃, vιiτ), so the restrictions
of ι−1 and τ−1ι−1i to Kh must be equal. Hence, σ := ιτ−1ι−1i ∈ GalKh and
thus ι = σιiτ ∈ (GalKh)ιi(GalL).
For the converse, assume that ι ∈ (GalKh)ιi(GalL). Write ι = σιiτ

with σ ∈ GalKh and τ ∈ GalL. Since GalKh = Gd(K̃|K, v), we have
vιa = vσιiτa = vιia for all a ∈ L, that is, vι = vιi on L. �

The above lemma allows us to describe all extensions of v from K to
L using the representatives ι1, . . . , ιs of the respective double cosets. In
particular, the number of such distinct extensions is precisely s.
Note that the �eld Kh(vi) = ι−1i Kh lies in the henselization Lh(vi) =

L.ι−1i Kh (the last equality follows from Equation (29)). Since ιi sends ι
−1
i Kh

onto Kh and L.ι−1i Kh onto ιiL.K
h, we �nd that

(30) [Lh(vi) : Kh(vi)] = [ιiL.K
h : Kh] = [(ιiL)h : Kh].

We can then apply Equation (27) to obtain:

(31) [L : K] =
∑
1≤i≤s

[Lh(vi) : Kh(vi)].

The degrees [Lh(vi) : Kh(vi)] are called local degrees. Hence the equation says
that the degree [L : K] is the sum of the associated local degrees.
Finally, we will present a result on the behavior of the following rami�-

cation theoretical invariants related to polynomials that are close to each
other. The rami�cation index of (L|K, v) is e(L|K, v) = (vL : vK), and
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the inertia degree is f (L|K, v) := [Lv : Kv]. The Fundamental Inequality
(which can be found e.g. in [5]) states that

[L : K] ≥
∑
1≤i≤s

e(L|K, vi) · f (L|K, vi).

If v extends uniquely from K to L, then by the Lemma of Ostrowski (see
e.g. [11]) we have

[L : K] = pν · e(L|K, v) · f (L|K, v),

where p = charexpKv. The factor pν is called the defect of the extension
(L|K, v) and denoted by d(L|K, v).
In general, for a �nite extension L of a valued �eld (K, v), we can de�ne

defects in a similar manner, using the fact that the valuation in each exten-
sion Lh(vi)|Kh(vi) extends uniquely and that henselizations are immediate
extensions:

(32) d(L|K, vi) :=
[Lh(vi) : Kh(vi)]

e(L|K, vi) · f (L|K, vi)
.

This is often called the Henselian defect. We can now combine Equations
(31) and (32), together with the de�nition of the defect, to obtain the
following version of the Fundamental Inequality:

(33) [L : K] =
∑
1≤i≤s

d(L|K, vi) · e(L|K, vi) · f (L|K, vi).

Lemma 47 ([8], Lemma 11.2). Let ι1, . . . , ιs and L be as in Notation 38.
Then for each 1 ≤ i ≤ s we have:

d(L|K, vi) = d((ιiL).Kh|Kh, v) = d(ιiL|K, v),
e(L|K, vi) = e((ιiL).Kh|Kh, v) = e(ιiL|K, v),
f (L|K, vi) = f ((ιiL).Kh|Kh, v) = f (ιiL|K, v).

Moreover, the following equality holds:

(34) [L : K] =
∑
1≤i≤s

d(ιiL|K, v) · e(ιiL|K, v) · f (ιiL|K, v).

Proof. Since henselizations are immediate extensions, we obtain:

f (L|K, vi) = [Lvi : Kvi] = [Lh(vi)vi : Kh(vi)vi] = [(L.ι−1i Kh)vi : (ι−1i Kh)vi].

As observed before, ιi sends ι
−1
i Kh onto Kh and L.ι−1i Kh onto ιiL.K

h.
Therefore, the above number is equal to

[(ιiL.K
h)v : Khv] = [(ιiL)hv : Khv] = [ιiLv : Kv] = f (ιiL|K, v).

The result for e(L|K, vi) is proved analogously from the same observations.
The result for d(L|K, vi) then follows by Equations (32) and (30). Those
equalities together with Equation (33) imply Equation (34). �

The notions and results presented in the above lemmas now allow us to
formulate the following root continuity theorem.
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Theorem 48. Let (K, v) be an arbitrary valued �eld, f ∈ K[x] an irre-

ducible monic polynomial over K and α ∈ K̃ a root of f . Further, let
v1, . . . , vs be all extensions of v from K to K(α). Then there is some δ ∈ vK
such that the following holds: If g is any irreducible monic polynomial over
K satisfying ins g ≥ ins f and v(f − g) > δ, and if β ∈ K̃ is a root of g and
w1, . . . , wt are all extensions of v from K to K(β), then s = t and after a
suitable renumbering of the wi, we have:

d(K(α)|K, vi) = d(K(β)|K,wi)
e(K(α)|K, vi) = e(K(β)|K,wi)
f (K(α)|K, vi) = f (K(β)|K,wi) .

Proof. Observe that by Lemma 46 the extensions of v from K to K(α) are
in correspondence with the double cosets as in Notation 38 with L := K(α)
via vi := vιi. By virtue of Lemma 41 we can choose the indices of the
irreducible factors f1, . . . , fs of f over Kh in such a way that ιiα is a root
of fi. We do the same for g and its irreducible factors g1, . . . , gt, taking
L := K(β) and choosing the automorphisms ι′1, . . . , ι

′
t.

Take δ as in Theorem 42. Then the factors fi and gi satisfy the asser-
tions of that theorem; in particular, we have s = r = t. After a suitable
renumbering, we can assume that ι′iβ is a root of gi if and only if ιiα is a
root of fi. By Lemma 47 we have:

f (K(α)|K, vi) = f (ιiK(α).Kh|Kh, v) = [(ιiK(α).Kh)v : Khv].

By Theorem 42, ιiK(α).Kh = Kh(ιiα) and ι′iK(β).Kh = Kh(ι′iβ) are iso-
morphic over Kh. Therefore, the degree above is equal to

[Kh(ιiα)v : Khv] = [Kh(ι′iβ)v : Khv] = f (ι′iK(β).Kh|Kh, v),

which in turn is equal to f (K(β)|K,wi) by Lemma 47. The equations for
the inertia degree are analogous. The result for the defect then follows from
these equations, together with (30) and (32). �

8. Appendix: Induction on the degree of the polynomial

In this section we present a theorem whose essential feature is that its
proof employs induction on the degree of the polynomials. It serves as a
demonstration of what can be achieved through this method. The bound
for the value v(f −g) will be larger than the ones in Section 5, which makes
it a less optimal method than those already presented in the paper.
The method can be described as follows: �rst set f1 := f , g1 := g and

choose any root α1 of f . Then use Lemma 20 to �nd a root β1 of g such
that v(α1 − β1) > ε. Then set f2 := f1

x−α1
and g2 := g1

x−β1 to repeat the
procedure and continue the process until we arrive at linear polynomials.
To prove the main theorem, we �rst need the following lemma.
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Lemma 49. Take f, g ∈ K[x], assume that f is monic and let α be a root

of f . If v(f−g) > 0 and if β is a root of g such that v(α−β) ≥ vf+ v(f−g)
n

,
then

v

(
f(x)

x− α
− g(x)

x− β

)
≥ 2vf +

v(f − g)

n
.

Proof. Since (x − α)(x − β) is monic, we have v((x − α)(x − β)) ≤ 0.
Therefore, we obtain:

v

(
f(x)

x− α
− g(x)

x− β

)
= v(f(x)(x− β)− g(x)(x− α))− v((x− α)(x− β))

≥ v(f(x)(x− β)− g(x)(x− α))

≥ min
{
v ((f(x)− g(x))x) , v (f(x)β − g(x)α)

}
= min

{
v(f − g), v (f(x)β − g(x)α)

}
.

We wish to �nd a lower bound for v(f(x)β−g(x)α). We use the assumption
of the lemma and the facts that vf ≤ 0 and vf ≤ vα (since f is monic) to
obtain:

v (f(x)β − g(x)α) = v (f(x)(β − α) + (f(x)− g(x))α)

≥ min
{
vf + v(β − α), v(f − g) + vα

}
≥ min

{
2vf +

v(f − g)

n
, v(f − g) + vf

}
= 2vf +

v(f − g)

n
.

Going back to the initial inequality, we obtain that

v

(
f(x)

x− α
− g(x)

x− β

)
≥ min

{
v(f − g), 2vf +

v(f − g)

n

}
= 2vf +

v(f − g)

n
.

�

Theorem 50. Take polynomials f, g as in (1) and ε > 0. Assume that

(35) v(f − g) > n! ε− (n+ 1)! (vf − van) + van.

Then there is an enumeration of the roots of g such that v(αi − βi) ≥ ε for
1 ≤ i ≤ n.

Proof. Condition (35) can be written in a simpler way, with f replaced by
the monic polynomial a−1n f :

v(a−1n f − a−1n g) > n!ε− (n+ 1)!(va−1n f).

Since f and a−1n f have the same roots and the same is true for g and a−1n g,
we may assume that f is monic. In this case, van = 0 and vf ≤ 0.
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We will proceed by reverse induction on the degree n of f as long as it is
larger than 1. We set f1 := f and g1 := g and choose any root α1 of f . We
use Lemma 20 to �nd a root β1 of g such that

v(α1 − β1) ≥ vf1 +
v(f1 − g1)

n
> vf1 +

n! ε− (n+ 1)! vf1
n

= vf + (n− 1)! ε− (n+ 1)(n− 1)! vf

= (n− 1)! ε− n! vf − ((n− 1)! − 1)vf ≥ ε,

where we have used that n− 1 ≥ 1 and vf1 = vf ≤ 0.
Now we assume that i < n and that for 1 ≤ j ≤ i, we have already found

roots αj, βj such that v(αj − βj) ≥ ε, and polynomials fj, gj such that

deg fj = deg gj = n− j + 1,

as well as vfj ≥ vf and

(36) v(fj − gj) ≥ (n− j + 1)! ε− (n− j + 2)! vf.

We de�ne

fi+1 :=
fi

x− αi
and gi+1 :=

gi
x− βi

.

Observe that

deg fi+1 = deg gi+1 = n− (i+ 1) + 1

and that vfi+1 ≥ vfi ≥ vf because v(x− αi) ≤ 0. By Lemma 49 we have:

v(fi+1 − gi+1) ≥ 2vfi +
v(fi − gi)
n− i+ 1

≥ 2vf +
(n− i+ 1)! ε− (n− i+ 2)! vf

n− i+ 1
= 2vf + (n− i)! ε− (n− i+ 2)(n− i)! vf
= (n− i)! ε− (n− i+ 1)! vf − ((n− i)! − 2)vf .

If i+ 1 < n, then ((n− i)! − 2) ≥ 0 and we obtain that (36) also holds for
j = i+ 1. If i+ 1 = n, then −(n− i+ 1)!− ((n− i)!− 2) = −1, thus

(37) v(fn − gn) ≥ ε− vf .

Assume that i + 1 < n. Then deg fi+1 = deg gi+1 > 1 and we have to
continue our induction. We choose a root αi+1 of fi+1. Then by Lemma 20
there is a root βi+1 of gi+1 such that

v(αi+1 − βi+1) ≥ vfi+1 +
v(fi+1 − gi+1)

n− i
≥ vf + (n− i− 1)! ε− (n− i+ 1)(n− i− 1)! vf ≥ ε,

where we use that n− i− 1 ≥ 1. This completes our induction step.
Finally, we deal with the case of i + 1 = n. Then both fi+1 and gi+1 are

linear polynomials, say, x − α and bn(x − β). We set αn := α. In view of
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(37), Lemma 20 shows the existence of a root βn of gn, which consequently
must be equal to β, such that

v(αn − βn) ≥ vfn + v(fn − gn) ≥ ε.

This completes the proof of our theorem. �
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